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History of Al

A.l. TIMELINE

1950

Computer scientist
Alan Turing proposes a
test for machine
intelligence. If a
machine can trick
humans into thinking it
is human, then it has
intelligence

1999

Sony launches first
consumer robot pet dog
AiBO (Al robot) with
skills and personality
that develop over time

1955

Term ‘artificial
intelligence' is coined
by computer scientist,
John McCarthy to
describe “the science
and engineering of
making intelligent
machines”

First mass produced
autonomous robotic
vacuum cleaner from
iRobot learns to navigate
and clean homes

2

1961

First industrial robot,
Unimate, goes to work
at GM replacing
humans on the
assembly line

2011

Apple integrates Siri,
an intelligent virtual
assistant with a voice
interface, into the
iPhone 4S

1964

Pioneering chatbot
developed by Joseph
Weizenbaum at MIT
holds conversations
with humans

2011

IBM's question
answering computer
Watson wins first place
on popular $1M prize
television quiz show
Jeopardy

s

1966

The "first electronic
person’ from Stanford,
Shakey is a general-
purpose mobile robot
that reasons about

its own actions

2014

Eugene Goostman, a
chatbot passes the
Turing Test with a third
of judges believing
Eugene is human

A.l.

WINTER

Many false starts and
dead-ends leave A.l. out
in the cold

2014

Amazon launches Alexa,
an intelligent virtual
assistant with a voice
interface that completes
shopping tasks

1997

Deep Blue, a chess-
playing computer from
IBM defeats world chess
champion Garry
Kasparov

2016

Microsoft's chatbot Tay
goes rogue on social
media making
inflammatory and
offensive racist
comments

1998

Cynthia Breazeal at MIT
introduces KISmet, an
emotionally intelligent
robot insofar as it
detects and responds
to people’s feelings

<0 AlphaGo

2017

Google’s A.l. AlphaGo
beats world champion
Ke Jie in the complex
board game of Go,
notable for its vast
number (2'7°) of
possible positions




Neural Net CPU

"My CPU is a neural-net processor; a learning computer.”
- T-800 - Terminator 2: Judgment Day

The Neural Net CPU is a "learning computer" and cne of the
most powerful microprocessors ever built. All of the battle
units deployed by Skynet contain a Neural Net CPU.

Housed within inertial shock dampers within each battle unit,
the CPU gives Skynet the ability to control it's units directly, or

allow them to function by themselves, learning from a pre-
programmed knowledge base as they go. This means that Cameron's CPU

each battle unit has the potential to adapt to its situation, and

literally reason through problems and tactical maneuvers. In the case of the various Terminator series, this means
that they can learn to behave more like humans in order to be better equipped for infiltration.

It is developed by Miles Bennett Dyson, director of Special Projects at Cyberdyne Systems Corporation, via

reverse engineering on the wreckage of a T-800 Terminator in 1984.
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ARTIFICIAL INTELLIGENCE

IS NOT NEW

ARTIFICIAL INTELLIGENCE

Any technique which enables
computers to mimic human
behavior

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010s

ORACLE

Copyright © 2013, Oracle and/or Its affiliates. All rights reserved. |
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The Perceptron

» Binary classifier functions
» Threshold activation function
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The Perceptron: Threshold Activation Function

» Binary classifier functions
» Threshold activation function

:
| |
Step Threshold




Linear Activation functions

» Qutput Is scaled sum of inputs

/ |
Linear




Nonlinear Activation Functions

= Sigmoid Neuron unit function

Yhig (U) lied

Sigmoid




Nonlinear Activation Functions

* ReLU (Rectified Linear Unit)
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Geoffrey E Hinton
University of Toronto




Model of a single neuron
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Neuron Model

m

U, = ZW/\' X Adde?, weighted sum, linear
7T combiner
J=1
V., =U, + bk Activation potential; b,.: bias

Vi =@(v;) Output; ¢: activation function
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Layered Networks

Inputs Hidden Neurons Output Neurons

Outputs
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X, Yin(U) > @

15

>y




SISO Single Hidden Layer Network

= Can represent and single input single output functions: y = f(x)

Hidden Neurons
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Output Neuron
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Training Data Set

» Adjust weights (w) to learn a given target function: vy = f(x)
» Given a set of training data X— 7V

Hidden Neurons
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'2 out
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Training Weights: Error Back-Propagation (BP)

» Weight update formula:

w(k +1) = w(k) + Aw

5 oe(l)

Aw(l) =n* w




Error Back-Propagation (BP)

Training error term: €

Hidden Neurons
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Example: The XOR Problem

» Single hidden layer: 3 Sigmoid neurons
» 2 Inputs, 1 output

Desired I/O table (XOR):

x1 | x2 y
Examplel| O 0 0
Example2 | O 1 1
Example 3| 1 0 1
Example4 | 1 1 0
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Example: The XOR Problem

* Training error over epoch

Training Errors ve Epoch Weight 1 vs 2 for each Meuran
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Training Epoch weight 2 over time
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Example: The XOR Problem

» Mapping produced by the trained neural net:

x1 X2 y
Example 1 0 0 0.0824
Example 2 0 1 0.9095
Example 3 1 0 0.9470
Example 4 1 1 0.0464
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Embedded Al Example
* MNIST Data Set
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MNIST Data
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MNIST Data
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Embedded Al Example using MNIST Data Set

0-9 handwritten digit recognition:

EEEE
iiEEEEEEEE

EEEEEER

Neural -
Network 1

28 x 28

serial port : USART

Handwritten
image

Recognized
digit

MNIST Data maintained by Yann LeCun: http://yann.lecun.com/exdb/mnist/
Keras provides data sets loading function at http://keras.io/datasets
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http://yann.lecun.com/exdb/mnist/

Training

model.fit(x_train, y_train, batch_size=100, nb_epoch=20)

numpy array

28 X 28
=784

10 —

=N
i

Number of training examples Number of training examples

» Training on PC

= Save neural network model

= Convert model to C program

= Compile and download to target
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Neural Network Model

= N=28x28
= m=10

Input layer Hidden layer Output layer
wy) %

==
/\'/\




Deep-Learning Software and Hardware Stack

Keras

| CUDA/cuDNN | |  BLAS,Eigen |

\’ GPU J | CPU }




Anaconda : Python Data Science Platform

* Copy mnist_mlp.py, send_test.py to
C:\work\Ananconda

* Run Spyder

Anaconda3 (64-bit)

TERPE

Anaconda Navigator

Anaconda Prompt

_ Jupyter Notebook

Reset Spyder Settings

Spyder
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* Open mnist_mip.py

@ Spyder (Python 3.7)

File Edit Search Source Run Debug Consoles Projects Tools View Help

D BD%“Ee OB ME=EEp 0 BX £ ¢ 9 [Chuseswing

Editor — Ci¥workWanacondaWmnist_mlp.py & ®x Help
[0 mnistomlppy B send_test.py £ £ Source Console ¥ Object
1|' "*Trains a simple deep NN on the MNIST dataset. ~

2 Gets to 98.40% test accuracy after 20 epochs
3 (there is *a lot* of margin for parameter tuning).

2?.?\2(0"‘15 per epoch on a K520 GPU. Here you can get help of any object by pressing Ctrl+l in
6 Console.
. . . Wariabl | Fil |
7from _ future__ import print_function ) TPl LRyl Help
8 IFwthon consaole
9 import keras (3 Console /48

10 from keras.datasets import mnist

11 from keras.models import Sequential

12 from keras.layers import Dense, Dropout
13 from keras.optimizers import RMSprop

14

15 batch_size = 128

16 num_classes = 18

17 epochs = 20

18

19

20 (x_train, y_train), (x_test, y test) = mnist.load _data()
21 x_train = x_train.reshape (60000, 784)

22 x_test = x_test.reshape(10000, 784)

23 x_train = x_train.astype('float32")

24 x_test = x_test.astype('float32")
25x_train /= 255

26 x_test /= 255

27 print(x_train.shape[B8], 'train samples’)
28 print(x_test.shape[@], 'test samples')

Python 3.7.3 (default, Mar 27 2019, 17:13:21) [MSC v.1915 64 bit (AMDG4)]
Type "copyright”, “"credits" or "license" for more information.

IPython 7.4.0 -- An enhanced Interactive Python.

In [1]:
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» Saved model: mnist_mlp_model.h5

£5 PUrLIULX_LIaLN.SNdpe|v], LIdlll Samples )
29 print(x_test.shape[8], 'test samples'})

30

31

32y _train = keras.utils.to_categorical(y_train, num_classes)
33y _test = keras.utils.to_categorical(y_test, num_classes)

34

35 model = Sequential()

36 model.add(Dense(512, activation="relu', input_shape=(784,)))
37 model.add(Dropout(0.2))

38 model.add(Dense(512, activation="relu'))

39 model.add(Dropout(®.2))

4@ model.add(Dense(num_classes, activation='softmax'))

41

42 model . summary()

43

44 model.compile(loss="categorical crossentropy’,

45 optimizer=RMSprop(),

46 metrics=["accuracy'])

A7

48 history = model.fit(x_train, y_train,

49 batch_size=batch_size,

50 epochs=epochs,

51 verbose=1,

52 validation_data=(x_test, y_test))

53 score = model.evaluate(x_test, y_test, verbose=0)
S4print('Test loss:', score[@])

55print('Test accuracy:', score[l])

56

57 model.save( 'mnist_mlp_model. h5")

Variable explorer File explorer

IPvthon console

3 Conscle 1/4 B
Epoch 11/20

T ¥ — —

60000/60000 [ 65 92us/step - loss: 8.0265 - acc: ©.9921 - val_loss: 8.8972 - val_acc: ©.9823
Epoch 12/2@
60000/60000 [ 65 92us/step - loss: ©.8248 - acc: ©.9929 - val_loss: 0.1022 - val_acc: ©8.9815
Epoch 13/20
60000/60000 [ 55 91lus/step - loss: ©.8255 - acc: ©.9934 - val loss: ©.8917 - val acc: @.9832
Epoch 14/20
60000/60000 [ 55 92us/step - loss: 8.8228 - acc: ©.9937 - val loss: 8.1859 - val_acc: ©.9828
Epoch 15/20
60000/60000 [ 65 92us/step - loss: ©.8209 - acc: ©.9942 - val_loss: ©.8999 - val_acc: ©.9853
Epoch 16/20
60000/60000 [ 65 92us/step - loss: ©.9203 - acc: 0.9948 - val loss: ©.1001 - val acc: ©.9846
Epoch 17/20
60000/60000 [ 55 9lus/step - loss: 8.8202 - acc: ©.9947 - val loss: 8.1012 - val_acc: ©.9846
Epoch 18/20
60000/60000 [ 55 92us/step - loss: 0.8183 - acc: ©.9950 - val loss: ©.8983 - val acc: ©.9850
Epoch 19/20
60000/60000 [ 55 91lus/step - loss: ©.8195 - acc: ©.9951 - val loss: ©.1137 - val acc: ©.9826
Epoch 20/20
60000/60008 [ 65 92us/step - loss: 8.0187 - acc: ©.9950 - val_loss: @.0983 - val_acc: ©.9858
Test loss: ©.89829121294636527
Test accuracy: ©8.985
In [2]:
IPwthon consolr History loa
% = | Anaconda
N
ZhpbLy 7 X
wl HAE A}
HEZ IR0 SAF 2GSV IR I, HO\% H%M A1 H|
2% oKl - QIR - -
sazc 2
« v > WpPC » 2 CjA3(C) » work > Anaconda
~
~ 0|z
3 HIZ 77|
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@ Creative Cloud Files |J mnist_mlp_modelhS

@ OneDrive A send_test.py




New STM32 Project: al

EB stv32 Project O >

Project Setup
Setup STM32 project

Project Name: |ai

Use default location
Location: C:/Users/limdj/STM32CubelDE/workspace_1.1.0 Browse...

Options
Targeted Language
®C OC++
Targeted Binary Type
@ Executable O Static Library

Targeted Project Type
@ STM32Cube O Empty

@ < Back H Next > ‘ | Finish | | Cancel
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* Minimum Heap Size: 0x2000

[ ailioc Eﬂ [l aiSystemPerformance.c

[¢] network_data.c [£] main.c

Finout &

Froject

Advan

nfiguration

Clock Canfiguration Project Manager

Project Settings

Project Name
|ai

Project Location

|C:1Users‘ulimdj\STI'\u'1 32CubelDEwvorkspace_1.1.0

Application Structure

|ﬁ~.t|~;ancet| [ Do not generate the main()

Toolchain Folder Location

Toolchain !/ IDE
|STF¢1320L|be|DE |

Generate Under Root

Linker Settings

Minimum Heap Size (02000

Minimum Stack Size (400

Mcu and Firmware Package

Mcu Reference

ISTM32F407VGTx

Firmware Package Name and Version
|STM32CLI|:>E FW_F4 V1.241

Use latest available version
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= Enable USART?2

Pinout & Configuration Clock Configuratian

Additional Software

USARTZ Mode and Configuration :
System Core 5 Maode |Asynchr0nuus V|
Hardware Flow Control (RS232) |Disable v |

Analog >
Timers >
Connectivity it

CAN1

CAN2
@ ETH

FSMC
@ 12Cc2 e —

1203 Configuration
@ SE”O Reset Configuration

SPi2 @ GPIO Settings

Constants

© UART4 Configure the below parameters :
@ UARTA
@ USART Search (CHF] | @  ©® L

S ~ Basic Parameters

USARTS Baud Rat 115200 Bits/

USARTG aua ate cobprEE

e e e Word Length 8 Bits (including Parity)
L_Jélél_L;JTC;‘_H_S Parity MNone
I Stop Bits 1
~ Advanced Parameters
[ P A P Mamminm mmAd Temmamaid
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» Select Components from Software Packs Menu

Pinout & Canfiguration Clock Canfiguration

~ Software Packs

Q| » 5 Select Components Al-0
I ., Manage Software Packs Al-U
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» Select Application: SystemPerformance
» Select X-CUBE-AI: Core
* Then, Click OK

[ Software Packs Component Selector d
~Packs
Pack | Bundie | Comporen Sekcion | &

RoweBots I-CUBE-UNISONRTOS 5504MH @ Install

SEGGER.I-CUBE-embQS 120H @ Install

>

>

» STMicroelectronics. FP-ATR-ASTRA1
?
s

o
STMicroelectronics FP-ATR-SIGFOX1 B 3208
STMicroelectronics X-CUBE-AI
~ Artificial Intelligence X-CUBE-Al 730

Care & 730
~ Device Application &) 730

Application 730 |SysternPer... ~
> STMicroelectronics X-CUBE-ALGOBUILD 130~
> STMicroelectronics X-CUBE-ALS 1.0.1 th
> STMicroelectronics X-CUBE-AZRTOS-F4

Ok Cancel
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¥-Cube-Al Utilities insta

Downloading stm32ai-windows-7.3.0.zip

112.88 MiB

Cancel

X-Cube-Al Utilities install

Deflating stm32ai-windows-7.3.0.zip
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= Click Software Packs and click

Finout & Configuration CAock Configuration Froject Manage

v Software Packs v Pinout

) STllicroelectronics X-CUBE-ALLS 2.0 Mode and Configuration
Mode

Anrtificial Intellignce X-CUBE-AI

System Core
Artificial Intgflligence Application

Analog 2
Timers 2
Connectivity 2

Configuration

Security > Wlain | Platform Settings | +

+Platform proposal

Computing ~Communication

Middleware 5 Name IPs or Components Found Solutions BSP API
COM Port |Undefined V| |Hn solution Unknown

Software Packs i

v ST ele CLIPE-A
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» Platform Settings

= Add network

Reset Configuration

Configuration

Reset Configuration

Main | Platform Settings
- Platform proposal
«Communication

Name

COM Port [USART:Asynchronous

netwark:

+

IPs or Components

Found Solutions

BSP API

~ | Unknown

v | |usarT2

Configuration

Add network

etwork

Ta

e I‘QEWECI moael

|I‘\EI’EiS

Model:

Clemworkimnist_mip_model hS

| Erowse ...

Browse. ..

Compression: |Low

Optimization:

Balanced

Validation inputs:

Random numbers

Validation outputs:

MNone

'

40
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» Click Analyze and check memory

Configuration

Add network Delete network

Reset Configuration

Platform Seftings |- NEDABHE
 |>avea moael e
Model: |Cemworkimnist_mlp_model h5 |
Erowse...
Compression. |Low b Optimization: |Balanced {%

Walidation inputs: |Random numbers
Show graph

Validation outputs: |None

+ Analyze

Complexity: 670880 MACC Validate on deskiop
Used Flash: 686.89 KiB (686.89 KiB over 1024.00 KiB Internal)
Used Ram: 7.12 KiB (7.12 KiB over 192.00 KiB Internal)
Achieved compression: 3.9

Analysis status: done

‘alidate on target
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» Validate on desktop

[ Please wait..

o Validation on desktop

T T TTT T AT T T T T T T LA™ L s g [ i gt ™) WA | I L i o v v R T

acc=100.00%, rmse=0.006813521, mae=0.001394981, |2r=0.022370711
10 classes (10 samples)

Co ]

Gl . a .

ce . . G .

C3 . . . ] .

C4 . . . . 0 .

Ch . . . . . 0 .

CB . . . . . . 3 .

cy . . . . . . . 1 .

Ca . . . . . . . . 0 .
C9 . . . . . . . . . 0
Evaluation report (summary)

Wode acc rmse mae ler tensor

¥-cross #1 100.00% 0.0068135621  0.001394981  0.022370711  dense_3_nl, ai_float, [(1, 1, 10)], m_id=[4]

¥-cross (12r) #1 error @ 2.23707110e-02 (expected to be < 0.01)
Creating txt report file Cilsershlimdift stm32cubemxttnetwork_val idate_report . txt

elapsed time {(validate): 10.767s
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Generate Code and Build

[ workspace_1.6.0 - Device Configuration Tool - STM32CubelDE

File Edit Mavigate Search Project Run Window Help

Bl ®-&-Bidi%~-0-Q-isF-ili~H-vora- |0
&5 Project Explorer &2 = O [Maijoc 2 [& mainc

Pinout & Configuration Clock Configuration Project Manager

> [[3 407Can500K
> [ 407oled v Software Packs ~ Pinout
v [ ai

> #F Binaries

> & Includes Categories Configuration
» & Core

> & Drivers System Core ¥ Reset Configuration Add network Delete netwd

» & Middlewares

{C:’} STMicroelectronics X-CUBE-AIL6.0.0 Mode and Configuration

> & USB_HOST Analog » Platform Settings [
5 2 X-CUBE-Al Model: |C:\emwork\mnist_mlp_mode\_hE |
» = Debug Timers 5
[l aiioc [Code Generation is requil | | Browse. .
[ STM32F407VGTX_FLASH.Id Connectivity 5
STM22F407VGTX_RAM.IA Compression:
> [T h745_fw @

> [ nucleo Multimedia ’ Validation inputs:
> [Holed Show graph
Security > Validation outputs:

5 [ Serial
> M stm32f411_fw (in stm32f411 fw (5))

5 [ test Computing 2

> [ test2 Comp\e{(lty: 6?0??0 MACC
Etesﬁ B Console 2

o :zg CDT Build Console [ai]

> [ Ubidots ar'm—none—eab%—siz.e ai.elf ) o

. [ Wifiweather arm-none-eabi-objdump -h -S ai.elf » "ai.list"

arm-none-eabi-objcopy -0 binary ai.elf "ai.bin"
text data bss dec hex filename

764040 2224 22128 788392 cB7a8 ai.elf

Finished building: default.size.stdout

Finished building: ai.bin

Finished building: ai.list

12:32:26 Build Finished. @ errors, @ warnings. (took 16s5.3@5ms)
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* Trained weight

(5 Project Explorer =2 Bg ¥ =08 al.ioc aiSystemPerformancec  [€ network_data.c 2
v B ai 1 #include "network data.h"
¥ Binaries 2
il Includes 3 ai_handle ai_network data weights get(void)
2 Core f: {
& Drivers 6  AI_ALIGNED(4)
&> Middlewares 7 static const ai u8 s _network weights[ 698216 ] = {
2 USB_HOST 8 @xde, @xbl, 8x15, @xbf, Oxd8, Oxa5, Ox14, @xbf, Bx61, ©x%a,
~ [ ¥-CUBE-AI 9 Bx13, Oxbf, Oxeb, Bx8e, 0x12, @xbf, @x75, @0x83, @x11, @xbhf,
v & App 18 exff, ox77, Ox1e, Bxbf, 0x88, Oxbc, @x@f, Oxbf, Ox12, @x61,
(6] app_x-cube-ai.c 11 Bx0e, Oxbf, @x9c, Bx55, ©0x@d, Oxbf, Ox26, Oxda, Oxbc, Oxbf,
- . 12 Oxda, @x2b, @x@b, @xbf, 0x39, Ox33, Ox@a, Oxbf, Bxc3, Ox27,
[ app_x-cube-aih 13 0x09, Oxbf, Ox8F, Ox7b, 0x08, @xbf, Oxf6, Oxfa, Ox06, Oxbf,
g network_data.c 14 Ox60, Ox05, @x06, Oxbf, @xfb, @x26, @x@5, Oxbf, 0x73, Oxee,
I network_data.h 15 0x03, Oxbf, Ox47, @xcd, 0x82, Oxbf, 0x87, Oxd7, 0x81, Oxbf,
lg network.c 16 Ox11, @xcc, 0x00, Oxbf, Ox35, 0x81, @xff, Oxbe, 0x48, Oxba,
[n network.h 17 Oxfd, @xbe, @x5b, 8x53, @xftb, Oxbe, Ox6f, @x3c, Oxf9, Oxbe,
= network_generate_report.txt 18 Bxbe, Oxba, Oxf7, Bxbe, Oxad, OxBa, Oxf5, Oxbe, @x5c, @xf5,
& Target 19 Bxf2, Oxbe, Oxbd, Oxed, Oxf@, Oxbe, Ox5b, ©@x54, Oxef, Oxbe,
. 20 0x32, 0x78, Oxed, Oxbe, Ox59, 0Ox66, Oxea, Oxbe, Ox98, 0x19,
B constants_al.h 21 Oxe8, @xbe, Ox44, Ox62, OxeS5, Oxbe, @x6d, 0x02, Oxed, Oxbe,
= Debug 22 Bx52, Ox87, Bxe2, Bxbe, 0x9f, Ox47, Oxed, Oxbe, Oxad, @xab5,
[ aiioc 23 Oxdd, O@xbe, @x67, Bx8f, Oxdc, @xbe, Bxea, @xa5, @xda, Bxbe,
W STM32F407VGTX_FLASH.IA 24 Ox9b, @xed, Oxd7, Oxbe, Ox8c, Oxdf, @xd5, Oxbe, Oxad, @x5h,
& STM32F407VGTX_RAM.Id 25 Oxd4, @xbe, Oxc7, Bxb5, @xd2, @xbe, ©0x85, 0x31, Oxcf, Oxbe,
D ai3 26 Bxad, ©0x92, Oxcd, Bxbe, 0x2b, 0x49, @xcb, @xbe, Ox8e, @xd2,
ED Serial 27 Bxc8, Oxbe, Ox4d6, Oxf8, Oxco, Oxbe, Oxb4, Ox1l6, Oxc5, Oxbe,
. 28 Ox64, 0xd8, Oxc2, Oxbe, Ox@b, Oxa3d, Oxc@, Oxbe, Bxd2, Oxb5,
[ Ubidots 29 Bxbe, Oxbe, Ox3f, Bxad, Oxbc, @xbe, Ox8e, @x93, @xba, @xbe,
E Wifiweather i A3 Al Al feden Beef T Aee0OL Al Aebn L7 AT
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* Open aiSystemPerformance.c

* Find from Edit menu: “input tensors” or go to the line
492

[ workspace_1.4.0 - 407ai/X-CUBE-Al/App/aiSystemPerformance.c - STM32CubelDE
File Edit Source Refactor Mavigate Search Project Run Window Help

e | B v R vEB NG E SO GO YRy @ I AFET ROy~
5 Project Explorer &2 2% ¥ = B [[407aijoc  [2 aiSystemPerformancec 2 | [§ startup_stm32f407vgixs < mainc  [< network_data.c

~ [ 407ai ~ 21 MON_ALLOC_ENABLE()
# Binaries 22 ailbserverInit(&net exec ctx[idx]);
& Includes 23 observer_heap_sz = MON_ALLOC_MAX_USED();
24}

< Core 25 #endif
2 Drivers 26

v & Middlewares 27 MON_ALLOC_RESET();

& ST 28

2 USB_HOST 29 /* Main inference loop */

v @ X-CUBE-AI 38 for (iter = @; iter < niter; iter++) {
~ = App -

32 /* Fill with random data */

33 for (int i = @; 1 < net_exec_ctx[idx].report.n_inputs; i++) {
34 unsigned char string[28 * 28][3];

L] aiSystemPerformance.c
[n aiSystemPerformance.h

9 aiTestHelper.c 35 ioRawReadBuffer((unsigned char*)string, 28 * 28 * 3);

[H aiTestHelperh 36 for (ai_size j = @; j < 28 * 28; j++) {

[¢ aiTestUtility.c 37 if (string[j][@] == " ") string[j][@] = "@°;

B aiTestUtlityh 8 | Gtring3[1] == 1) stringl3(1) - v0';

L4 app x-cube-aic 40 const ai buffer format fmt = AT_BUFFER_FORMAT(&ai_input[i]);

B app_x-cube-aih 41 ai i8 *in_data = (ai_i8 *)ai_input[i].data;

€ network_data.c 42 for (ai_size j = @; j < AI_BUFFER_SIZE(&ai_input[i]); ++j) {

[n network_data.h a3 /* uniform distribution between -1.0 and 1.8 */

[¢ network.c a4 //const float v = 2.8f * (ai_float) rand() / (ai_float) RAND MAX - 1.0f;
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Modify aiSystemPerformance.c

/* Fill input tensors with random data */
for (int 1 = @; 1 < net_exec_ctx[idx].report.n_inputs; i++) {
unsigned char string[28 * 28][3];
ioRawReadBuffer((unsigned char*)string, 28 * 28 * 3);
for (ai _size j = 8; j < 28 * 28; j++) {
if (string[j][@] == " ") string[j][@]
if (string[j][1] == " ") string[j][1]
¥
const ai buffer format fmt = ﬁI_BUFFER_FDRM&T{&ai_jnput[i])ﬂ
ali 18 *in_data = (ai_i8 *)ai_input[i].data;
for (ai_size j = @; j < AI BUFFER SIZE(&ai_input[i]); ++]j) {
/* uniform distribution between -1.8 and 1.8 */
//const float v = 2.0f * (ai_float) rand() / (ai_float) RAND_MAX - 1.0f;
const float v = (100.0f*(ai_float)(string[j][@] - 8x30) + 10.0f*(ai_float)(string[j][1] - ©x38@) +

(ai_float)(string[j][2] - @x38)) / 255.8f;

[T
@ ©
'\-ll- a l-

batch = ai_mnetwork _run(net_exec ctx[idx].handle, ai_ input, ai_output);
if (batch != 1) {
ailogErr(ai_mnetwork get error(net _exec ctx[idx].handle),
"ai_mnetwork _run™);
break;

¥

unsigned char recognized digit;
ai_float out _data float[10];
for (int j = @; j < 10; j++) out_data float[j] = *(ai_float *)(ai_output[@].data + j * 4);
recognized digit = @;
for (int j = @; j < 10; j++) if (out_data_float[j] » out_data float[recognized digit]) recognized digit = j;
printf("%d", recognized digit);
tend = cyclesCounterEnd();
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* Build and Download to the target board

= Click OK

[ Project's '407ai’ build context check

'407ai.ioc’ is requiring code generation.

regeneration.

OK

¥ Click OK to build without invoking Device Configuration Tool code

Cancel
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2 Drivers

5

v [ Middlewares

2 USB_HOST
v 2B X-CUBE-AI

= App

= Target

[n constants_ai.h
= Debug

=/ 407ai Debug.launch

Rl 407ai.ioc [Code Generation is requ

red]



» Connect USB-to-serial cable and find COM port

number FiT—
= Do not open com port nUE ST =2y S2H

&= 7 Hm =

= 7lee
M =0
v | EZE(COM & LPT)
& Prolific USB-to-Serial Comm Port (COM3)
ﬁ STMicroelectronics STLink Virtual COM Port(COM28)

- (] X

B SmarTTY - Select a Connection

Double-click on a connection to begin: Filter: ﬂ:l Q S5H (2) ’*COM ]

pi@192.168.0.121 Va . pi@192.168.0.15
{3 SSH, private key __ & SSH, private key
Last used: yesterday & |t oused

ii Prolific USB-to-Serial Comm Port (COM3)

&use S/N: 5&150202D2& 082
? Baud rate: 115200 ?

Im=! STMicroelectronics STLink Virtual COM Port (COM28)
& use S/N: 0672FF575450707267173013
Baud rate: 115200

connection... EJ] New Telnet connection... ¥ Quick SSH connection...




Run send_test.py

* Press RESET button(black button) and run

send_test.py

» Change port number

& Spyder (Python 3.7)

File Edit Search Source Run Debug Consoles Projects Tools View Help

Os = p Dpp G M c =E=np 0 K £ ® €& P [Cworkinacond

Editor — C:¥hworkWanaconda®send_test py
(3 wemwork mnist_mip.py

send_test py — Ci¥vworkvanaconda B

& x Help

4 £ Source Console ~ Objecd

2 from keras.datasets import mnist
3 import serial

4

5 port = "COM3"

6 baud = 115200

7

8 ser = serial.Serial(port, baud, timeout=1)
[s]
10 if ser.isOpen():
11 print(ser.name + ' is open...")
12
13
14
15

16 (x_train, y_train), (x_test, y_test) = mnist.load_data()
17

18 print(x_test.shape)

.

28 for k in list(range(8,16)):
21 digit= x_test[168+k]

22 import matplotlib.pyplot as plt

23 plt.imshow(digit, cmap=plt.cm.binary})

24 plt.show()

25

26

27 for i in list(range(@,28)):

28 for j in list(range(®,28)):

29 digit_string="{:3d}".format(digit[i][]j])
38 ser.write(digit_string.encode( ' ascii'})
31

32

33 out = ser.read(2)
34 print('Recognized digit:',out.decode( 'utf-8"))
35
36 out = ser.read(2000)
37 print(out.decode('utf-8"))
38
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Wariable explorer File explorer Hel

IPython console
[ Console /2 &

In [28]: runfile('C:/work/Anaco
COM3 is open...
(10000, 28, 28)

]

10

15

o 5 W 15 W
Recognized digit: 4.




10+

15 A

20 1

25 1

Recognized digit: 6.

10 A

15

20+

25 1

Recognized digit: 5.
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10 4

15

20 4

25 1

10 4

15

20 4

25 1

Recognized digit: 4.

0 W 15 20 5
Recognized digit: 7.
0 W 15 0 %




10 4

15 A

20 1

25 1

0 5 10

T

Recognized digit: 2.

Results for "network", 16 inferences @168MHz/168MHz (comple

duration
CPU cycles

CPU Workload :
: 13 (average for all layers)

: NOT CALCULATED

. 9:8 8:0 (req:allocated,req:released) cfg=0

cycles/MACC
used stack
used heap

. 52.216 ms (average)
. 8772339 -75/+87 (average,-/+)

5%
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Exercise

= O_EE
OﬁEa o

J|J 0 16 W0

—— O
__OMO____QM

7))
o T

Hl=

S o
oll 04 JI0OF 75
H=Z~ RO«

Add network Delete network

~ |Saved maodel

‘ Browse..

Model: |C:'-.emwork‘-.mnistﬁmlpfmodel.hS

n: |Balanced ~

Optimizatio

k=l k=l
= =

o

i

=
w

WValidate onde

Complexity: 670880 MACC

nal)

Used Flash: 2. 57 MiB (2.57 MiB 1024.00 KiB |
Used Ram: 7.12 KiB (7.12 KiB over 192.00 KiB Internal)
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Exercise

B 3 53 <

0 =10 75 f ©A
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m_JlA|E.___8_X
Do =
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ME 2S00
JERO<FoR S JEX0
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